Ergodic Theory - Week 12

Course Instructor: Florian K. Richter
Teaching assistant: Konstantinos Tsinas

1 Entropy

In all the following exercises, we assume that we have a Borel probability space (X, B, 1) and &, n will
be partitions of B.

P1. Prove the following properties of entropy of partitions:
(a) If ¢ is a finite partition with r atoms, then H({) < logr, with equality if and only if
u(A) =1/r for any A € €.
(b) H(§Vn)=H(n)+ H(E|n).
(c) H(&) = H(E ).
(d) Two partitions £ and 7 are independent if and only if H(§ | n) = H(&).

Hint: In several places, you will need to use Jensen’s inequality.

P2. Prove that d(&,n) = H( | n) + H(n | £) defines a metric in the space of finite partitions (up to
sets of measure 0).

P3. Prove that for every € > 0 thereis 0 > 0 such that { = {A;, Aa,..., A} andn = {By, Ba, ..., B}
are two finite partitions with > ;_; pu(A;AB;) < §, then d(§,n) < €, where d is the metric defined
in Problem 2.
Hint: Consider the partition v = {4; N B;}ix; U {U;_; Ai N B;} and show that H({ | ) <
H(~) < /2 for § small enough.



